Case Study 

Herbert, the Soda-Can-Stealing Mobile Robot 
The MIT AI lab created a robot called Herbert in the early 1990’s. Herbert would roam the offices in the lab looking for empty soda cans on people’s  desks. If it found one, it would grab the can and run away. 
Herbert used 30 infrared proximity sensors to avoid obstacles and was programmed to wander around. Herbert demonstrated obstacle avoidance, wall following, real-time  recognition of a soda can, and an additional 15 behaviors that drove the arm 

to search for and pick up the cans it found. What is so remarkable about Herbert  was that all of its behaviors were independent. There was absolutely no communication between the individual behavior programs running inside of Herbert’s controlling computer. For example, the laser object finder that

searched for the soda cans could not talk to the arm to tell it that a can  had been found. The object finder would drive the robot towards a can. The arm, with its own set of sensors and independent behaviors, would recognize a can when lined up with the arm and proceed to grab for it. 

Herbert appeared to be doing things like path planning and map building even though it was not. What Herbert showed was that a group of behaviors, though independent, could all work towards a goal, and be – as a whole – successful

